3GPP TSG-SA3 Meeting #102e 
S3-20xxxx

e-meeting, 18 – 29 January 2021
Source:
Huawei, Hisilicon
Title:
New solution to support the mobility of UEs
Document for:
Approval
Agenda Item:
5.11
1
Decision/action requested

This contribution proposes to address the EN on solution 1 for TR33.850.
2
References

3
Rationale

The contribution is proposed to address the “Editor’s Note: The support for mobility of UEs is FFS.” in solution 1. To support the mobility of UEs, two categories of scenarios are considered: handover scenario and idle mode mobility scenario.
This contribution also describes how to support the update and revocation of group keys in solution 1.
4
Detailed proposal

It is proposed to approve the following changes in MBS TR.

***
BEGIN OF 1st CHANGE
***

6.X
Solution #X: New solution to support the mobility of UEs and group key update and revocation 
6.X.1
Solution overview
This solution addresses Key Issue 2 to support the secure MBS traffic delivery from context provider to multiple UEs through 5GS in the mobility scenarios. The solution is based on solution 1. The keys for protection of MBS traffic are generated in the RAN nodes and distributed to UEs. The UEs, which belong to a multicast group, acquire the same keys in the RAN node. The security protection is enabled in transport layer. Furthermore, this solution addresses the need of updating and/or revoking group keys, e.g., due to user mobility.
6.X.2
Solution details
It assumes that UEs camping in an NG RAN node supporting 5G MBS, receive MBS downlink packets via (N3/MB-N3) shared tunnel and radio resources for the Multicast session. UEs camping in an NG RAN node not supporting 5G MBS, receive MBS downlink packets via unicast N3 tunnel and radio resources for the associated unicast PDU session. To support the mobility of UEs, two categories of scenarios are considered: handover scenario and idle mode mobility scenario.
1) The handover includes the following scenarios:

-
The source RAN support MBS, UE receives data via MBS Session in Source RAN:

a)
Target RAN node does not support MBS,


The MBS Session is converted to the unicast PDU Session during handover. If establishing the unicast PDU Session, the security activation status of unicast PDU session is the same with that of the MBS session. 
b)
Target RAN node supports MBS

-
If the MBS Session is not established in Target RAN, the MBS Session can be established during the HO procedure. RAN generates K_group and derives the K_group_enc and K_group_int. The key_ID is the key identifier and associated with the K_group_enc and K_group_int. K_group_enc and  K_group_int are used for encryption and integrity protection of MBS traffic respectively. The encryption and integrity algorithms are selected.  The MBS security context is distributed from RAN to UE.
· If the MBS Session is already established in Target RAN, the existing MBS security context is used and distributed from RAN to UE.
-
The source RAN does not support MBS, UE receives data via unicast PDU Session in Source RAN:
a) the Target RAN supports MBS:
When UE moves to Target RAN, the unicast PDU Session is handed over to the Target RAN as normal PDU Session handling. After handover completion, the SMF triggers the conversion from the unicast PDU Session to the MBS Session. 
b) the Target RAN does not support MBS:
When UE moves to Target RAN, the unicast PDU Session is handed over to the Target RAN as normal PDU Session handling.
2) The idle mode mobility includes the following scenarios:

· Target RAN supports MBS, UE receives data via MBS Session in Target RAN:
During idle to connected mode transition the SMF detects the UE is connecting via a supporting NG RAN node, and configures the UPF and NG RAN. For detail procedure refer to MBS Session activation as descripted in solution 1.
· Target RAN does not support MBS, UE receives data via unicast Session in Target RAN:
During idle to connected mode transition the SMF detects the UE is connecting via a non-supporting NG RAN node, and configures the UPF and NG RAN. The unicast PDU Session is used in the Target RAN as normal PDU Session handling.
6.X.1.1 Group key update and revocation
This subsection explains how the group key can be updated or revoked, e.g., due to UE mobility:

Default approach:

The default version uses key hierarchy:

 UE_K -> K_group
Where UE_K refers to K_RRCint and K_RRCenc, the device specific UE keys used to protect message 9 in 6.1.1-1, i.e., the RRC reconfiguration request. 

The following procedures: 
1. Initial group key distribution, 
2. key update due to a too long usage, 
3. key update triggered by a new device joining the group, and 
4. key update triggered by a UE leaving/being revoked 
involve the following two steps:

· RAN generating a new group key.
· RAN sending RRC reconfiguration request unicast messages to all UEs subscribed to a given MBS service (Step 9 in Figure 6.1.1-1).
Communication optimized approach:
Alternatively, a key hierarchy ”UE_K -> K_transport_i-> K_group” can be used. This alternative is useful to decrease the communication overhead to roughly 2 SQRT(N). In this approach, a multicast group with N members is divided into M disjoint sets S_i of UEs with i={1,…,M}. Each set has roughly L ~ N/M UEs. 
In the rest of this section, EK1{K2} means authenticated encryption of key K2 with key K1 and is used to indicate the secure delivery of K2.
Each UE has three keys: a device specific key, UE_K; a transport key K_transport_i shared with other L-1 devices in the same set S_i; a group key shared with all N devices and used to protect the MBS traffic. All keys shall be generated independently from each other in a secure way. The key hierarchy is as follows where the arrow indicates protection. 










UE_K -> K_transport_i -> K_group
The UE_K is used to securely deliver transport keys in a point-to-point connection. The transport keys are used to securely deliver the group key. For instance, K1 -> K2 means that K1 is used to protect the transport of K2 by ensuring its confidentiality, integrity, and freshness.
The transport keys are used to securely deliver the group key updates as part of the data exchanged over the  regular MBS traffic. The process to extract this data is as follows:
· any UE decrypts and/or checks the integrity of the multicast data sent over the transport layer using the current K_group.
· a UE belonging to set z looks for EK_transport_z{K_group}. Then, the UE verifies the message authentication code, and if it is correct, it decrypts the new group key. Freshness can be achieved by using the same freshness counter as used for the distribution of MBS traffic. Finally, the UE also checks whether the hash of the new decrypted group key equals the hash H of the group key that is appended at the end of this message. 

The following group key update procedures work as follows: 
1. Initial group key distribution: UE_K is used in the initial group key distribution to securely distribute transport keys and group_key in a point-to-point connection by means of RRC reconfiguration request messages (Step 9 in Figure 6.1.1-1). 
2. Key update due to a too long usage involves the gNB generating a new group key, and sending over the MBS the transport layer:  EK_transport_1{K_group}, …, EK_transport_M{K_group}, Hash(K_group).
3. Key update triggered by a new device joining the group involves distributing the current group key and the transport key for that device by means of RRC reconfiguration request messages (Step 9 in Figure 6.1.1-1). 
4. Key update triggered by a UE leaving/being revoked involves (1) RAN generating a new group key and a new transport key, (2) sending L-1 RRC reconfiguration request messages to the L-1 UEs that were in the same set as the device that is leaving or has been revoked by means of RRC reconfiguration request messages (Step 9 in Figure 6.1.1-1); and (3) sending over the MBS transport layer: EK_transport_1{K_group}, …, EK_transport_M{K_group}, Hash(K_group).
This approach is efficient and resilient since the update of the group key due to a device leaving the group only requires L – 1 + M messages instead of N that would be required when only point-to-point messages are involved. For instance, if N=1600, M=40, L=40, then the key update only requires 39 point-to-point messages for the update of the transport key associated to the set of the device that is leaving and 40 messages for the group key update. This choice is good since the total number of messages is minimized when L=M=SQRT(N). Another choice might be M=1 so that there is a single transport key or M=N so that there are N transport keys.
6.X.3
Solution evaluation 

TBD

***
END OF 1st CHANGE
***


